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Abstract

In contrastto video conferencing, webcasting
supports scaleable Internet visual communie:
tions, yet it is typically viewed as an ephemeral
one-waybroadcasmedium. We presenta prind-
pled design for interactive webcaststhat are
accessibleboth in real-time and retrospeciiely.
We derive system architectureand functionality
from project goals, results from the video com-
munications literature, and observations of
prototypeimplementationsn realwebcasts. The
ePresenceystemis scalablejnteractive,and able
to supportpresenterandengageaemoteaudiences
with rich media. It also provides automatically
derived, structured, navigable, and searchable
archivedor theretrospectiveiseof webcasts.

1 Introduction

1.1 The Problem

Some computer-supported cooperative work

technologies(Baecker, 1993) support real-time
collaboration;others are designedfor asyncho-

nous use. Becausedistributed co-workers are
rarely availableconcurrently,asynchronougools

suchasemail, mailing lists, threadedliscussions,
andorganizaibnal memoriesarethe collaboration
technologiegurrentlyin greatestise.

Yet asynchronougools rarely succeedin estd-

lishing the senseof immediacy,interactivity, and
shared purpose that results from face-to-face
meetings. Our goalis to build a salablelnternet
technology infrastructure that enables effective
remoteattendancet events,both concurrentand

retrospective, with maximum engagement,
interactivity, andsupportfor community.

Audio/webconferencingandmultipoint videoca-
ferencingaretwo methodstypically usedfor real-
time communication, collaboration, and knowl-
edgesharingoverthe Internet.

Audio/web conferencing (see, e.g.,
www.webex.comallows the real-timemultipoint
transmissiorof voiceard slides. Yet it lacksthe
mediarichness senseof presenceand ability to
engagearticipantsthat is affordedby video and
otherdynamicmedia.

Internet desktop video conferencing (see, e.g.,
www.microsoft.com/windows/netmeeting/
supports real-time multipoint audio and video
communicationsas well as sharedworkpaces.
Yetit still doesnot providereliablelnternetvideo
performanceandis not scalableto largenumbers
of participants.

Ourapproactis basedon a third kind of techné-
ogy, webcasting (Wainhouse Research,2002).
Webcastings the Internetbroadcastingf strean-
ing media so that it canbe viewedvia a Web
browseron a personalcomputer. Webcastingis
scalableto large numbersof participants,but is
typically a one-waybroadcastediumthat is not
interactive.

Anotherproblemis that today’s streamingmedia
platforms do significant buffering in order to

providesmoothmediadelivery to viewersdespite
the vagariesof Internetdatatransmission. Thus

theretypically are delays of 10 to 30 seconds
betweenwhen eventshappenand when they are

viewed.This is anotherchallengedo interactivity.



1.2 A PossibleSolution

To facilitate scaleable communications and
knowledgesharinga a distancewe haveinitiated
work to makelnternetvisual communications:

 scalable

» engaginggdeliveringrich media

* interactive

* accessiblén real-timeandvia archives

« usefulfor knowledgebuilding andsharing.

We have developeda viable and innovative
webcasting infrastructure called ePresence
(Baecker,2002; Baecker,et al., 2003). This
currentlyincludessupportfor video, audio, slide,
and screenbroadcastinggslide review; moderated
chat; private messagesthe submissionof ques-
tions; and the automatedcreation of structured,
navigable searchableventarchives.

1.3 Applications and Significance

Sample applicationsinclude the use of Internet
broadband transmission for distance learning
(e.g., continuing medical education), preserg
tionsby global corporationge.g.,shareholderand
analyst meetings), and briefings for the public
(e.g.,deliveringhealthandsafetyinformation).

Theseapplicationsarevital in apost-Septl1 and
post-SARS world. For example, Wainhouse
Researctreportedin September2002 the results
of asurveywith over700 respondentsMore than
40% of peoplein the U.S. workforce weretaking
fewer trips; more than 70% were interestedin
alternativego travel. In 2001, evenbefore Sept.
11, both Jupiter Media Metrix and the Yankee
Groupforecastover U.S.$3B of annualbusiness
spendingon streamingnediaby 2005.

2 Reviewof Relevant PastWork

A useful review of researchon video-mediated
communicationand desktopvideoconferencings
Finn,etal. (1997).

Webcastingis increasingly used for knowledge
disseminationby universities and corporations.
Stanford has been delivering video distance
educatiorfor over25 years,and beganwork with

Internetdistributionin the mid-90s (Cordero, et

al., 1996). The Berkeley Multimedia Research
Center’s Internet BroadcastingSystem (BIBS)

webcastsover 20 classeseach semester;the
university hasrecentlyadoptedits technologyas
anintegralpartof the university’s coursedelivery

infrastructure (Rowe, et al., 2001). USC's
School of Engineering’s Distance Education
Network now webcastver 150 coursegper year
(http://den.usc.ed)/ Medical faculties also are
increasingly webcasting “Grand Rounds” for
continuing medicaleducation(see, e.g., Hsiung,
2000, http://psychiatry.uchicago.edu/grounds/
With its pioneeringForum system(lsaacsegt al.,
1994, 1995)in the early 90s, Sun Microsystems
showedthat providing seminarsto a distributed
audiencevia streamingmedia over a corporate
intranetincreasedttendancéy morethan a factor
of two. Audience memberswere enthusiastic
becausét gavethemmore flexibility in attending
talks without leavingtheir desksand while doing
other work. Lecturers preferred a face-to-face
setting,primarily becausehey missedthe face-to-
face interactionwith a live audience.This was
true despite a humber of innovative interactive
featuresincluding audiencequestions submitted
by voiceor text andaudiene polling.

The Knowledge Media Institute at the Open
University initiated their KMi Stadium research
project with the goal of staging large-scalelive
eventsand on-demandreplays over the Internet
(Scott and Eisenstadt,1998). A variety of
technologieshave been used over the yearsto
support real-time Internet delivery of audio,
graphics, slides, audiencetext questions, and
sometimes video. Recent applications have
included a virtual degreeceremony (Scott and
Mason, 2001) and webcastcommunicationsto
healthcarepasonnel(ScottandQuick, 2002).
Work at Cornell (Mukhopadhyay and Smith,
1999) focuseson the automatic generationof
lecture archivesconsisting of synchronizedand
edited audio, video, images, and text. Their
Lecture Browser is now under further develg-
ment by Berkeley. The Authoring on the Fly
Systemat the University of Freiburg (Hurst, et
al., 2001)exploreshoth the synchronouseal-time
transmissionof suchmaterialandthe creationof
archiveof recordedoresentations.

GeorgialTed's eClass(heeClassroom2000) is a
ubiquitous computing (Abowd, 1999) high-
technology classroom that combines source
material,annotations Web snapshotsand hand-
drawn notes into a digital library of captured
educationalexperiences(Abowd, et al., 2000).
Projectsat Xerox PARC (Moran, et al., 1997)
andFuji XeroxPaloAlto Lab (Chiu,etal., 2000)
focuson meetingcapturen aconferencaoom.

The CMU digital video library Informediaproject
(Wactlar, et al., 1999) makes integrateduse of
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techniquesfrom speech,image, and video proc-

essing and from information retrieval. Ted-

niguesappliedinclude shot detection,key frame
selection, face and colour detection, and video
OCR. To help userswhen large numbers of

sequencesare retrieved, headlines, thumbnails,
filmstrips, andvideo skims aredisplayed. Video

digests are also produced, including diagrams
emphasizingvord relationships,timelines show-

ing trends over time, and maps showing geo-

graphiccorrelationgChristel,1999).

Thereis overlapin goak betweenour work and
severalresearchprojects at Microsoft Research.
The Flatland system applies webcasting in

distance education (White, et al., 2000), and
incorporatesnechanismsllowing questionsfrom

the audienceand discussionsamong audience
members. It receivedenthusiasticsupport from

two lecturers,but serious unhappinessfrom a
third. Their TELEP system(Janckegt al., 2000)
allows lecturesto be webcast, provides novel
methodsfor local attendee$o be awareof remote
attendeesand allows remoteattendeeso interact
with othersandthe speaker.

Bargeron,et al. (2001) presenttechnology to
allow asynchronousollaboration around video
archives.They show that studentswill annotate
and ask questionsif instructorswill answerthe
questions. Cadiz, et al. (2000) focus on the
advantagesf allowing remoteattendeeso watch
and discussrecordedlecturevideos together,and
the use of various communicationmodalities to
facilitate discussionsevenif the remoteattendees
arenot in the sane room. Tiernan and Grudin
(2001) compareindividuals working solo, pairs
working face-to-faceand pairs working asyncho-
nously who communicatevia annotationsand
instantmessaging.

These projects are inspired by a classic study
(Gibbons, et al., 1977) and a more recentone
(Smith, Sipusic,andPannoni,1999) that demm-
strateremarkablébenefitsfrom physicalor virtual
collaborativeviewing of videotapedor videoco-
ferencinginstruction.

ePresencewill be comparedto some of these
significant researchprojects in Table 2, which
appearsn Section? of this paper.

3 DesignRequirements

ePresenceélesignrequirementsesultfrom project
goals and observationsof our prototype imple-
mentationsin real webcastsgroundedin results

from the video communication literature. We
organize the requirementsinto 5 categories:
P(articipants) M (edia), | (nteractivity), A(rchives),
and S(ystem), and use them to derive implica
tions for system architecture,functionality, and
userinterface.

P1: Designwith the needsof various classesof
participantsin mind.
Participants(stakeholders)nvolved in a webcast
include the speakerpossiblya moderator,mem-
bersof alocal audienceandmembersof a remote
audience. Remoteviewers may be viewing in
real-timeor retrospetively. Isaacsget al. (1994,
1995) presentedearly evidence that different
stakeholderscould have dramatically different
reactiongo webcasts.

The speaker:A prime designrequirementis to
avoid newrestrictions,obligations,or stresse®n
speakers.

Themoderator:To protectthe speakerwe assign
newtasksandresponsibilitiesfor moderators.

Local attendees: Although events could be

webcasto a remoteaudienceonly, they typically

also involve local attendees. Theseindividuals

expectheir experieacenot to be unduly degraded
by thewebcast.

Remoteattendees(real-time): Remote attendees
havethe mostto gainfrom the webcasts.

Remoteattendees(retrospective): Becausemost
participantsin an eventare not availableat the
correcttime, the numberof retrospectiveattendees
is potentially greaterthan the numberof concu-
rentremoteattendees.

P2: Supportscalability.

Our goalis to provide video-mediatedommuri-

cationwith significantscalability, i.e., the ability

to reachhundredsor thousandsof viewers. We
usewebcastindecausdt is a scalabletechnology
andvideo conferencings not.

P3: Support a variety of devices, operating
systemsmediaplatforms,and bandwidths.

To allow the potential of scalabletransmissiornto
be realized,we needto supporta wide spectrum
of devices — desktop, laptop, and mobile;
operatingsystems— Windows, Mac, and Linux;
media platforms, e.g., Real, Windows, and
QuickTime; and bandwidths — high-speedand
modem. Appropriate device support includes
simple procedues for usersto test the suitability
of their platformsfor viewing events.



P4: Supportboth local and remoteaudiences.
Weseekio supporta wide variety of eventswith
aslargea potential attendances possible. This
impliesthatwe needto include remote audiences.
We also include local audiencesbecausetheir
presenceyeactions,and body languageprovide
usefulfeedbacko speakeréMane,1997).

P5: If local and remoteaudienceneedsconflict,
inconveniencelocal attendeesslightly but not
significantlyto supportremoteattendees.
Providinggoodaudioandvideoto both local and
remoteaudienceganbe difficult. For example,
providing high-quality remoteaudio necessitates
guestionseing askedusing a microphone. This
is a slight inconvenienceandis imposedon the
local audience. On the other hand, lighting to
achievegood video renditions of a speakercan
impair the slide contrastin a poorly designed
lectureroom, so video production values must
sometimese sacrificed.

P6: Designthe room to supportthe needsof the
speakerthe audienceand the webcast.
Ourexperienceandthat of the group at Berkeley
(Rowe,etal., 2001)emphasizethe following:

» Having adequatespaceand movement for
speaker, audience, production crew, and
equipmentfor A/V capture,switching, mix-
ing, encodingandstreaming

*  Providing microphonesand amplification to
provide quality audio to both local and re-
moteaudiences

e Supportinglighting that allows for a bright
display of projectedslidesanda visually at-
tractiverenderingof the face and movements
of speakerandpanelists.

P7: Do not makeslide display dependentupon

receivinga digital versionin advancenor upon

adding softwareto the speaker’'saptops.

No matter how much we plead, many speakers
will not sendustheir slides aheadf time. Some
work on their slides until the hour before their

talk; some are leery about accepting strange
softwareon their machines.The implications for

system organizationis that we must be able to

interceptan analogdatastreamon its way to the

lecturehall’'s dataprojectorand scanconvertthat

into digital slidesfor transmissiorto viewers.

P8: As speakerdavedifficulty attendingto both
local and remoteaudiencesplan for a signifi-
cantrole for a moderator.

Microsoft experience’swith the TELEP system
(Janckegt al., 2000) is that speakeravere only

slightly aware of their remote audience,despite
large-screemprojection of still and video images
of remoteattendees.

We also havefound that speakersave difficulty
in observingaudiencedetails suchasthe location
of portablemicrophones.A lecturehall is a busy
environmentspeakerseedo concentrat®n their
material. We thereforecurrentlyusethe modeg-
tor as an interface betweenthe remote audience
and the speaker. As we shall see below, the
moderator can also mediate communications
amongmemberf the remoteaudience.

M9: Ensurequality soundevenat the expenseof

sacrificing quality video.

Video conferencingliterature stresseghe impor-

tanceof avoiding delayedor degradedcaudio even
atthe expens®f reducingvideo quality (Finn, et

al., 1997). Wetoo haveobservedn our webcasts
thelackof resilienceexhibitedby remoteviewers
if sound quality is not first rate. High quality

audiohasthereforebeena key goal, implying the
need for audio mixing and amplification con-

trolled independentlyfor local and remote aud-

ences.

M10: Do not force speakergo use Powerpoint
slidesas their only audiovisualaids.

Many commercial and research systems only
support Powerpoint presentations. We also
support Web tours, opportunistic Web surfing,
andscreercapture®f softwaredemosvia “remote
desktops”

M11: Emphasizedelivery of quality slides and
screercapturemorethan video.

Although this dependsupon the application, a
speaker'sslides or screencapturess usually the
mostimportant visual componentof a technical
talk. The largestareaof screenreal estateshould
thereforebe devotedto slides or screencapture,
andvideorelegatedo alesserole.

M12: Enhancethe senseof presenceusing high-
quality cinematography.

Despitethe greaterimportanceof audio quality
andslide display for communicatinginformation,
manystudiesconfirm theimportanceof the video
channelfor motivating, facilitating, ard enhac-
ing collaboration(Finn, etal., 1997). Our design
thereforeincludesmultiple camerasyideo switch-
ing and special effects generation,and careful
cinematographyo engageremote attendeesand
enhancehe senseof presence.

! This currentlyworks on Windowsclientsonly.



113: Supportinteractivity.

Although we do not have symmetricalvideo as

does video conferencing,and our userssee an

eventroughly 5-15 seconddehind real-time due

to networkandbufferingdelays,we do include an

integrated public chat and private messaging
facility. We shall discussbelow currentresearch
intendedto enablevoice questionsandto further

enabldnteractivity andincreaseengagement.

114: Allow slides to be independentlycontrolla-
ble.

Microsoft Researchreports(Jancke,et al., 2000)
that remote attendeegocus on the speakerfrom
44%to 56% of the time. They also spendsignifi-
canttime readingor doing otherwork. 17 of 30
respondentin a survey of our remoteattendees
cited a needto multitask as a reasonfor their
viewing from their office. Remoteviewe's should
thereforebe affordedthe ability to pageforwards
andbackwardghroughslidesalreadypresentedby
the speakera capability not availableto thosein
thelecturehall.

115: Afford remoteviewerseasyWeb accessto
relevantmaterial.

Oncewe aknowledgethat remoteattendeeseed
not alwaysbe in lock step with the speakerwe
candesignso thatthey cantake advantageof this
in otherways. For example,we allow usersto
examine relevant Web pages, including those
recommendedy the speaker.

Al6: Make events available retrospectively
throughvideoarchives.

Webcastdrom Berkeley’sBIBS system (Rowe,
et al., 2001) were typically viewed retrospe-

tively, with the heaviestuse occurring before
exams. Viewersof archivedvideos at Microsoft
(He, & al., 1998) numberroughly 40% of those
who originally watchedhetalk live in the lecture
hall. Viewings continue even one year after a
talk. Datato be presentedbelow showsan even
greaterpreferencefor archivedover live viewings
of ePresenceeba@sts.

Al17: Do not constrain video archivesto be
viewedlinearly from beginningto end as is the
casewith live broadcasts.

57% of 33,000 viewing sessions of lecture
archivesby 9000 Microsoft users (He, et al.,
2000) areshorterthan 5 minutes;only 17% are
longerthan30 minutes. Only 10% of Berkeley’s
viewsarefor thewholetalk (Rowe,etal., 2001).

We go further than the Cornell/BerkeleyLecture
Browserandproducearchiveghatare:

e structured in that a talk should be divided
into andaccessibleriaanoutline of its major
logical chunks

* navigable in termsof thesechunks,andvia
theslides

» searchableat leastfor key words, using the
textin theslidesor betteryet the audio track
of thelecture.

A18: Allow archives, like live webcasts,to be
viewableinteractivelyand with the capability for
annotationsand discussion

Ourinterpretatiorof the resultsfrom Bargeron,et
al. (2001), Cadiz, et al. (2000), and Tiernanand
Grudin (2001), all cited above,is that we should
augmenthe chatoverlive webcastsn two ways.
The chat should (optionally) be includedin the
recorded webcasts. The system should also
support annotations and dialogue on top of
viewingsof thearchives.

A19: Support archive construction that is as
automaticas possible.

Our experienceis that the largest demand for
archivesis shortly afterthe event;it is therefore
importantto preparethe archivesas quickly as
possible. Given the automation of archive
construction,ePresencarchivescan be ready a
few minutesafterthe conclusionof anevent.

S20:Providefor logging and data collection.
Effective iterative designof real softwarerequires
ongoingcollectionandanalysisof userexperience
data. In addition to questionnairesjnterviews,
and participantobservationjt is thereforeesse-
tial to log andanalyzereal systemdata, such as
chatmessageandquestiongo the speaker.

Generalrequirements

Our experienceviewing webcastds that it is a
cognitively complextask, requiringfull attention
to understandingthe speker despite physical
remotenessdistractions, and the temptation to
multitask. Our systemand interfacedesignmust
thereforeopt for simplicity ratherthanfeatures.

We haveencounteredjreatdiversity in ePresence
machine platforms, operating systems, web
browsers,and media engines(requirementP3).
Our implementationstrategythereforeminimizes
our dependencen client-sideapplicationsthat are
harderto makeportableandrobust.

Finally, our ePresencesystemis intendedas an
infrastructurefor researcton technicaland social
sciencassuesin elearning(seeexampleshelow).
Wethereforedeveloped systemarchitecturewith
maximummalleability andextensibility.



4 lterative Designand Testing
Theprojectbegarwith our webcastinga seriesof
lecturesin the spring of 2000 before we wrote a
line of code. We learnedabout the logistic
complexity of supporting both local and remote
audiences (Requirement P4), and about the
importanceof production values, especially of
audio quality (RequirementM9). We learned
about the inability to get speakermaterialsin
advance (RequirementP7), and the need for
interactivity (Requirement13). Individuals who
had missed some lecturesstressedthe need for
archivegRequirementA16).

We built the first verson of ePresencdn the
summerof 2000, and beganto useit in webcas
ing a lectureseriesthroughout the 2000-1 a&
demicyear. Insightsinto usefulimprovementso
thelecturehall (RequiremenP6) werecommun-
catedto the room’s owner, and some improve-
ments made 2001-2. A new building was
availablein 2002-3,andwe finally had a lecture
hall thatwasreasonablguitable.

3 ePresence main window - Microsoft Internet Explorer

playlpause

video onfoff

Bell University Labs  Knowledge Media  University of
Design Institute Toronto

9 user(s) online
ePresence Administrator
Linda Jones pm. Linda Jones:
Joe Wells
Doug Murphy
Ron Baecker
Karen Windsor
Paul Wilson
Keith Mills
Paula Storm

pm_ Linda Jones:

pm.
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ePrasence Lab Diractars: Ran Bascker and Gale Moore

Peter Wolf, Maciek Kozlowski. David Torre, Anne Postic

1. Question from Joe Wells: Ther

New versions of the system were introduced
frequently. Iterations were based on design
meetings informed by participant observation,
interviews,andsurveysof the systemin use.We

learnedhow to producegood audio quality for

both local and remote audiences(Requirement
M9); how to achieve acceptablequality slide

transmission (RequirementM11), despite our

inability to get them in advance(Requirement
P7); andhow to enhancehe senseof presenceby

using two camerascinematographyand video

switching (Requiremenii12).

We struggledwith supporting multiple recipient
platforms (machines X operating systems X
browsersX mediaengine), andfinally introduced
online testing proceduresn 2001 (Requirement
P3). We learnedhow important the moderator’s
role was(RequiremenP8). We sawhints of how
evenrudimentaryinteractivity could supportthe
formationof communityamongwebcastiewers.

ePresence: Research on
Highly Interactive Webcasting
Knowledge Media Design Institute

and Bell University Laboratories
University of Teronte

14 January 2002

Slide #1

a great deal of literature on calibration of weather foreca:

Figure 1. A screen shot from a live webcast.



5 The ePresencesystem

5.1 Functionality

ePresencdunctionality currently includes video,

audio, slide, and screen broadcasting; slide

review;integratednoderate@hat;private messg-

ing; questimm submission;and the automated
creationof structurednavigable,searchableevent
archives.

5.2User Interface

The currentinterfaceto accesslive webcastsis
illustrated by the screensnapshotin Figure 1.
The video window and its controls are in the
upperleft; the slide window and its controls are
in the upper right; the chat system is at the
bottom. Slide controlsallow a remoteviewerto
reviewanyslide alreadypresentedby the speaker.
The chat system supports public chat, private
messagesard questionsto the speaker.Web

JBIE Edit wiew Favorites Tools Help

links canalsobe sentby the speakerand syncho-
nized with the video. (Requirementl15). The
“remote desktop”button enablestransmissionof
live 600X800 screen capture streams of live
demosfrom the presenter’'somputer.

Thearchivesnterfaceallows retrospectivenavige

tion and browsing through a webcastusing an
outline of the logical structureof the talk andits

slides and live demo sessions(Figure 2, right

side). Slide titles are picked up automatically
from Powerpointin caseit is used;the outline is

input by the moderatoduringthetalk andif need
be updatedafterwardsusing the ePresencePro-

ducer (see below). Archive viewers can also
navigateby a timeline (Figure 2, bottom). We
also allow searchingbasedon key words in the
slideswhenPowerpointis used.

Thereis also a separateregistrationand systems
check procedure so that potential viewers can
ensure technology compatibility in advance
(RequiremenP3).

J Bk + = - (@ 7t ‘ Qisearch [GFavortes GfiMeda (4| BN S5 [0 - 5 3 HL\nks E]Google  E]Googery  E]VROGSH!
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Jan 18, 2003: Technologies for
Managing and Sharing Knowledge
John B. Domingue, Deputy Director of
the Knowledge Media Institute at The
Open University, UK
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Figure 2. A screen shot from the archive interface.
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Figure 3.ePresence real-time webcasting system diagram.

5.3 Architecture and Implementation

This is illustratedin Figure 3 (real-timewebcas
ing architecture)and Figure 4 (archive creation
process). System componentsare labeled by
capitalletters.

Our hardwareconsistsof:

* analog equipmentfor capturing live audio
and video, including cameras and micro-
phoneqA)

« analog gear for audio-video compositing,
including amplifiers, video switcher, and
audiomixer (B)

» live videoencodingnachines) (C)

e streamingserver(s)D)

» speaker'daptop (E), dataprojector (F), scan
converter(G), and slide capturePC (H) for
projecting and capturing the speaker's
“slides”

» Web servermachine, incorporating database
andchatservergl).

« moderator'daptop(J)

> The AV compositor should be reimplemented
digitally andoutputas an MPEG4 stream(Gib-
son,2001).

e« a number of remote participant desktop
machinegK)
e archives video capture machine (L) and
storaggM)
» archivesassemblymaching\N).
The live streamingserver(D) usesthe standard
Helix® server software from Real Networks
and/orMicrosoft Windows Media Services. The
live encoderqC) arebasedon the Real Producer
SDK® and Microsoft WME9 SDK. Both support
embeddingeventinformationinto the live stream
in realtime, controlling slide queues providing a
web-basedime servicefor the moderatorusing
Simple Object AccessingProtocol (SOAP), and
controlling the eventand video capturing proc-
esses.

Slide captureis currently done by an operator-
initiated trigger which grabs a scan converted
representatior{G) of the data projector’s output
(F).* If presatersallow usto put our softwareon

® Output of the encoderis currentlysentoverthe
campusnetworkto the streamingserver,which
thenbroadcastsideo streamsto theworld”.

* This canbe automatedby a scenedifferencing
algorithm.



their machinesscreencapturesmay be transmt-

ted asa separatédigh-resolutionvideo stream;the
screenas shown in Figure 1 is automatically
reformattedo providealargerareafor the “remote
desktop.”

The ePresace web server software (I) can be
describechs a set of ASP.NET applicationsand
XML Web servicesthat generatethe contentfor
remote users depending on client platform,
preferencesandrole. An authenticatiorprogram
checksthe user profile stored in the central
databasand generatesappropriateHTML output.
The system currently recognizesthree types of

MPEG/
AVI

usersremoteparticipant,moderatorand adminis-
trator.

The chatserveris implementedas a setof XML
Webservicesandserver-sidescripts. The message
queueis controlledby the server. On the client
side the chat interfaceis implementedwith web
forms. Theserversupports foumessageypes—
public chat, private messaging,questionsto the
speakerand moderator'sannouncements. Mes-
sageefreshingis doneusing an embeddeOAP
client. The number of remote participants is
virtually unlimited.

The databaseserver allows execution of SQL
queriego supportsocialscienceesearch.

WM

ePresence
Capture

disk

ePresence RM streaming
Producer servers

events event
stream
data

QT

Web Server

Figure 4.ePresence archive creation system diagram.

The caturing software(L) consistsof two parts
— video captureand eventscapture.The video
recordis encodedn the MPEG1 or AVl media
formats;the eventsnformationis savedin XML.
The eventcapturingapplicationis a Web service
that receives RPCs from the administrator,
moderator, slide operator, and live encoding
software,so the frameworkcanbe describedas a
scalabldistributedsystem.

ePresenceProducer (N) allows capturing the
video, correctionsand updatingeventinformation
andtimestampsby ediing the eventstreamlog
file before encodingthe video into Quicktime,
Real, and Windows media formats. The editor
storesvideo framesand lists of eventssorted by
time andgroupedoy type (e.g., "Slides","Chgp-
ters","Keywords").

The softwarealso supports encodingand publish-
ing the archiveson the web. XML to HTML
conversionis done with an embeddedXSLT
engine,which makest easyto changehe archive
look and feel with minimal programming and
HTML coding. The resulting web archivegene-
ated by ePresencé’roduceris a set of database
recordsmediafiles, html, andASP frameswhich
togetherepresenthaptersslides,video, a search
form, andaninteractivetimeline.

In the caseof PowerPointslides, their titles are
automatically extracted and inserted into the

presentatioroutline (Figure 2, right). Slide text
is also automatically extracted allowing the
archivedo besearchable

TheePresencelient system(K) is a setof frames
renderedin the web browserand java applets.
The video frame contains the player plug-in,
which is also a script commandinterpreter. The
script commandssent by the encoding software
allow synchronizinglive events such as slide
changingo thevideo stream. The slide frameis
a script that changegshe slide by commandfrom
the playerobject, and also allows browsing and
enlargingthe slidesandreviewingof live software
demos.

6. SystemUsesand User Experience

Surveysof both local and remote attendeesvere
administeredliuringthe 2000-1lectureseries.

Local attendeeq19 responses)iked interacting
and networking with people and the sense of
community they experienceby attending phys-
cally. Half felt thatthe experiencevasaltereddue
to the remote attendees. They were mostly
positive aboutthis, desjite somedisruptions,and
despite having less time to ask questions.
Receptivity may have been increased by the
novelty of the technologyand to the excitement
of havinga video productioncrew at the event.



Commentsncluded: “KMDI wastruly a link to
the outside world” and “The importanceof the
eventdelt higher”. Somealso attendedemotely,
citing the ability to multitask and the directness
of the experience.

Remoteattendee§30 responsesincluded20 who
weresatisfiedor extremelysatisfied,and 6 who

weredissatisfiedor extremelydissatisfied,citing

usability and learning problems. Remote atten-

dancewas chosenfor reasonsncluding the need
to multitask(17), the inability to afford the travel
time (12), andnot living in the area(9). Almost

all viewersliked the ability to interactwith other
viewersthroughthe integratecchatfacility.

a.m.Dayl | p.m.Dayl | a.m.Day2 | p.m.Day2
Content 11 5 13 16
Technology 116 112 44 41
Administration 38 21 13 10
Social 30 1 28 30
Other 18 19 13 14

Table 1: Categorizing chat messages over the four half-daj&bForum 2001

In Novemberof 2001 we webcastWebForum
2001, the Millennium Dialogueon Child Devd-
opment (http://www.webforum2001.nét/ This
consistedof 8 talks and panel discussionsthat
took 12 hours over two days. Therewere 150
attendee 6 spaceshroughoutthe host building
in Toronto, many in remote viewing locations
within the building. 15 to 20 remote viewers
werelocatedelsewherén North America.

Over 600 public and private chat messagesvere
exchangedduring WebForum 2001. Table 1
showshow the compositionof the chatmessages
changeaverthe two days. Of particularinterest
is the increasein the percentageof messages
relatedto the contentof the sessionsfrom an
averageof 4% onday 1 to 13% on day 2, andin
the percentageof social messagesfrom 8% on
day1 to 26%on day2.°

Fifteen remotereal-timeattendeegor our 2001-2
ten-lectureseriedilled out an online surveyform.
Ten said they were “satisfied” or “extremely
satisfied”with the webcastsfive did not answer
the question.

We hadroughly 300live attendeesit lecturesand
almost 200 remotereal-timeattendeesluring the
2001-2series. We addedhe Web archive subss-
tem partwaythroughseries. Although we did not
actively publicize its availability, we have had
over 3200 hits to the seriesarchivesin the year
anda quartersincethen.

® White, et al. (2000) report that messagesvent
from 27%62%:11% content:technology:social
to 60%:14%:26%over the last 3 sessionsof
their course.

7. Summary and Evaluation

Our work may be distinguishedrelative to the
body of work describedn Section2 in that:

« Speakersare not forced to use Microsoft
PowerPointithe systemsupportsthe transms-
sion both of slides and rich media including
screercapture®f live softwaredemonstrations

» Dialogueamongremoteviewers and questions
to the speakerhappenwith an integratedchat
facility

» The system producesautomaticallystructured,
navigable andsearchabl@ideo archives

» The “client” software for viewing webcasts
supportsmultiple operatingsystemsprowsers,
and media platforms, and may be used with
connectiorspeedaslow as56K.

A comparisorof ePresencto the mostinteresting
academicgesearclsystemsappearasTable2.

Perhapsthe most important achievementis the
creationof a flexible, modular, extensibé infra-
structurefor exploring frontiers of collaboration
technologiedor distancdearning. Thus ePresence
is a solid foundationfor future research,to be
describedn Section8 below.

8. Future Work

There remain many research challenges and
opportunities, which may be characterizedin
terms of P(articipants), M(edia), | (nteractivity),
A(rchives),andS(ystem).


http://www.webforum2001.net/

ePresence SunForum KMi Stadium BerkeleyBIBS Microsoft TELEP
Status In experimental use | No longer active | In production use | In production use | No longer active
Audience In-house+remote Remote only Remote only In-house+remote | In-house+remote
Media Audio, video, Audio, video, Audio, video, Audio, video, Audio, video,
richness Powerpoint, live slide | slides slides Powerpoint Powerpoint
capture, live remote
desktop
Interactivity Public chat, private Private messages| Public chat, text Text questions Public chat,
messages during live | voice and text questions, private messages
events, text questions,| questions, audience polls ang during live events,
surveys/quizzes at logt audience polls and other feedback text questions,
out only, remote other feedback mechanisms polls during event,
speaker slide control | mechanisms list and images of
attendees visible
to speaker
Archives 2-level navigable No archives Archives as linear| 1-level navigable | Archives as linear|
structure defined by video structure defined | video
outline and slides; by slides; timeline;
timeline; archive archive search
search using text in using text in slides
slides
Viewer Windows, Mac; Sun hardware via| Windows, Mac Windows, Mac Windows,
platforms Explorer, Navigator corporate intranet| via Internet via Internet Explorer only via
via Internet Internet

Table 2: A comparison of research webcasting systems

8.1 Providing More Participant Acces

ePresenceurrently is only availableto usersof
desktopor laptop computerswith resolutionsof
1024X768or higher. We needto remove this
restriction.

More specifically,weintend to supporthand-held
mobile accessto allow local participants to

participaten the chat. We shall study the impact
of lecture attendeegyping messagesnto their

PDAs or cell phoneduring atalk.

We alsointend to enhancescalability by invest-
gating new coding and streamingmethodologies
suchasMPEG21(Fassbakketal., 2001).

8.2Enriching the Media

We seekto enhancehe engagemenrdnd senseof
presenceexperiencecdby remote participants,and
to bridge the distancebetweenlocal and remote
participants. We are interestedin how spatial
(split screens)and temporal multiplexing (cuts
anddissolves)nhancepresencen webcasts. We
areinterestedn how learning, attention, appeal,
andstressvarywith videoquality.

8.3Improving Interactivity

We havebegunwork towardsreducingthe delay
betweereventsand receiptof events. Upgrading
from the Real serverto the new Helix serverhas
enabledreductionin this delay from 25 to 30
secondo 5 to 15 seconds.Ourgoalis adelayno
longer than 5 seconds.We will then introduce
voiceover|P andallow questiongo be spokenas
well astyped.

We also seekto implementthe ability to switch
video transmission from webcasting to
conferencingn caseonly afew sites areinvolved,
thus removing the delay totally and allowing
videoto be multi-directional.

We planthe addition of threadedliscussionsover
the archives. We conjectureand intend to test if
this environmentwill encourageand supportthe
formation of a “community” of online partid-
pants. We arepatrticularlyinterestedin how the
online discourseenhancesviewe understanding,
and on how this dependaupon the useof public
chatandprivatemessagingand the integrationof
real-timechatduring an eventwith later discus-
sionsoverarchivedvideo.

We intend to study the value of allowing remote
viewing by groupsas well as individuals. Gib-

bons, et al. (1977) showed that individuals

viewing a video in a group learnedmore than
thoseattendingthe live classwho in turn learned
morethanthoseviewing a video by themselves.
Smith, Sipusic, and Pannoni (1999) have also

reportedsimilar conclusionsusing videoconfe-

encing. We seekto learnif theseresults also
applyto webcasts.

8.4Enhancingthe Archives

We plan a study of how viewersuse structured,
navigable, searchablearchives,and researchon

further automatingthe production of structured
searchablarchives. Goals include automatically
recognizingkey words in the audio track and
using naturallanguagerocessingo find topics.

We plan to integratethe ExprestoCreatordigital
video authoring,editing, and production capabi-



ity (Baecker,et al., 1996; Baeckerand Smith,
2003)into ePresenceyhich will allow the easy
addition of titles, specialeffects,and editing of
archivedproductions.

8.5Improving the System

The major cost of using ePresencds now the
cameraoperatorsand audiovisual techniciansto

produce quality webcasts. We plan research
aimed at automatingthesefunctions, leveraging
thework of Machnickiand Rowe (2002), Rui, et

al., (2003)andKapralos.etal. (2003a,b).

Finally, we have discoveed, as did Scott and

Eisenstadt(1988), that thereis a greatneedfor

flexibility in elLearning webcasting systems.
Cannedproductsrarely meet the greatvariety of

needsncounteredn differentsituations. We are

thereforeinvestigatingthe feasibility of releasing
our softwaré‘opensource.”Our hopein so doing

is to enablethe formation of a community of

quality institutions and individuals who can
collaborate on the research and development
neededto fully exploit the potential of the

ePresencinfrastructure.

9. Summary and Conclusions

We have presenteda principled design for an
interactivewebcastingystemthat allows flexibil -

ity in the materialsused by the speaker,that
engageseal-timeremoteviewers,and that allows
retrospectiveviewing of automaticallycomputed,
structured, navigable, searchablearchives. The
design has evolved through an iterative, user-
centreddesignprocessand through the interplay
of project goals, results from the literature of

video communications,and observatioa of the
use of prototype implementationsin real use.
Thereremaina rich set of social scienceresearch
guestionsabouthow peopleuse such technology
and how it impacts their communication, en-

gagementandlearning.
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